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Pure Type Systems vs. Type Assignment Systems
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The 4 systems J
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Po P1 P> P3
«a «a « «a
Ac:A. Ao Aa.m Aa.m
Syntax ! ! ! !
Ax.m AX. 7T I(7v)
wt wt E(w)
Formulas in proofs / x x x
Terms in proofs / « x X
V-cuts / / « x
=-cuts / % / /
Type-checking
decidability « x x x
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From Church to Curry




axiom

POa Pl» P29 P3

______ A=B
Na:AFa:B

rkn:C I'kFx':A

= -elim Po, P1,P2,P3 () B C=A=8B
Na:Akx:B
= intro Po TTreArc 1 7F
Na:AF7n:B
P1,P2,P3 C=A=8B




Typing

Fr-=:B
Y-elim Po, P m B =Vx.A C=(t/x)A
r-=n:B
P . B=VxA C=(t/x)A
2 - E(w): C
rn:B
B =VxA C=(t/xA
Ps rEw:C
rEn: A
V-intro || Po, Py = vt B =Vx.A, x¢&FV()
rn: A
P B =WxA xgFv()
2 FHi(x): B
rEn:A
B =VxA xgFv()
P3 TFn:B
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Erasing functions

Py — P1

P, — P

P, — P3

lafs = o

loff =a

o = a

[Aa:Aw|d = Aa.|7w|}

|Aa.7|? = Aa.|7|?

A3 = Aa|7|3

7'l = Il |7'l5 r’|F = |=ff |72 w3 = |« |13
|Ax.m|§ = Ax. |73 [Ax.7|2 = 1(|7|?) (r)3 ==
[mtls = Imlgt mt]; = E(I7[D) [E(m)l3 ==
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Equivalence of derivations

Forall 0 <i<j<3:

o f Mk m: A then T H|nf: A
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Equivalence of derivations

Forall 0 <i<j<3:
o f Mk m: A then T H|nf: A

olf It A,
then there exists 7 such that
mf =7 and [ 7: A

-




@ @000

J

)

Strong normalization J
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Po || (Ma:Am)r (n'Ja)m Oxr)t —  (t/x)m
P (Av7r)r’ (' Ja)m Oxr)t — (t/x)m
P, (M)’ (' Ja)m E(I(r)) — =

P Ay’ (' Ja)m

— [(-reduction does not model V-cuts in system P3
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SN in P(), P1, P2

A theory 7 is strongly normalizing in system P
iff it is strongly normalizing in system P;
iff it is strongly normalizing in system P»

(from equivalence of provability)




SN in P2, P3

ISNo|3 2 SNs J

SN2 5> (E(Aa.aa)) (Aa.aa) — 3 (Aa.aa) (Aa.ac) & SNs
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SN in P2, P3

ISNo|3 2 SNs J

SN2 5> (E(Aa.aa)) (Aa.aa) — 3 (Aa.aa) (Aa.ac) & SNs

What about theories ?

(ill-typed couter-example)
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P; SN = P, SN

Given a theory,

if it is strongly normalizing in system Ps3,

let (7;)ien @ reductions sequence in P with [ mg @ A
then (|7;[3)ien is finite.

Since =--reductions are translated to =--reductions,

(7i)ien contains an infinite subesequence of V-reductions.

That's absurd.
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Given a theory,
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P3 pre-model = theory SN in all systems J
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P3; (complete) pre-model

o Church lr-=:B

[[\V/X‘A]]SO = {7'[', Vt, Tt € HA]]§0+<X,1’>} é Q{HA]]4P+<X,I'>’ t}

with V€ 2 {7 such that Vt VE € £, nt € E(t)}
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P3; (complete) pre-model

o Church

[x.Al, = {7, Vt, 7t € [Alpspon} 2 WALt ny £

with V€ 2 {7 such that Vt VE € £, nt € E(t)}

o Curry N=n:B
e B =Vx.A C=(t/x)A
Nem:C

[vx.Aly = {7, ¥t 7 € [Alprin} 2 HAlps g, )

with V€ 2 N €&



Church SN = Curry SN ?

Curry computes more than Church

— even for well-typed terms :

(I(A\a.c)) B .3 (Aa.a) B

with G: AR (I(Aa.a)) B:Vx.A if Vx (A= A)=A=VxA

o >



Church SN = Curry SN ?

Curry computes more than Church

— even for well-typed terms :

(I(A\a.c)) B .3 (Aa.a) B

with G: AR (I(Aa.a)) B:Vx.A if Vx (A= A)=A=VxA

Vx.(A= B,) = A= Vx.B, J

always true in Curry-style

false a priori in Church-style
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Church SN = Curry SN ?

An issue
— restrain Curry-style not to compute more than Church-style

— non confusing theories

Vx.A # B=C ]

— avoid "stopping computation” well-typed terms in P :

I(r) E(m) (Aam)t
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Church SN = Curry SN ?

An issue
— restrain Curry-style not to compute more than Church-style

— non confusing theories

Vx.A # B=C ]

— avoid "stopping computation” well-typed terms in P :

I(r) E(m) (Aam)t

If a non-confusing theory is SN in P, then it is SN in P3.J
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Conclusion

o Curry-style strong normalization
always implies Church-style strong normalization

(useful for building a pre-model for a theory)
o Computation is equivalent for non-confusing theories

o Computation is not strong normalisation
(i.e. SN can be equivalent even if computation is not)

( — can we get rid of the non-confusion hypothesis ?)
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